
SEGMENTING TV SERIES INTO SCENES USING SPEAKER DIARIZATION

Philippe Ercolessi, Christine Śenac, Philippe Joly
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ABSTRACT

In this paper, we propose a novel approach to perform scene
segmentation of TV series. Using the output of our existing
speaker diarization system, any temporal segment of the video
can be described as a binary feature vector. A straightforward
segmentation algorithm then allows to group similar contigu-
ous speaker segments into scenes. An additional visual-only
color-based segmentation is then used to refine the first seg-
mentation. Experiments are performed on a subset of theAlly
McBealTV series and show promising results, obtained with
a rule-free and generic method. For comparison purposes, test
corpus annotations and description are made available to the
community.

1. INTRODUCTION

Because this is a mandatory pre-processing step for most ap-
plications dealing with multimedia analysis, temporal video
segmentation has been studied extensively.

Traditionally, a hierarchical approach is adopted to per-
form the analysis of the video structure. First, at the bottom
of the structure, consecutive video frames are grouped into
camera shots. Then, several works have attempted to find a
semanticstructure at a higher level by grouping together ad-
jacent shots into scenes.

In [1], the authors use more or less explicit rules com-
ing from the audiovisual production domain to achieve scene
segmentation. Scene boundary detection is based on a graph-
based representation of the video in [2], on statistical learning
in [3] or audiovisual features in [4].

Overall, the methods proposed in the state-of-the-art do
not perform well on heterogeneous corpora. They use a priori
knowledge on the video content or genre and each one has
its own definition of a scene: some consider that scenes do
not have to be related to semantics [4] while others assert the
contrary [5]. Yet, scenes can be detected from specific types
of programs with a stable structure such as broadcast news or
sports events [3]. On the other hand, this task can be tricky for
movies or television (TV) series because it obeys to subjective
criterions.

In this paper, we present a novel unsupervised approach
for scene boundary detection in TV series.

Among the multiple definitions of ascene, we choose to
consider that a scene is composed of a set of shots showing a
spatio-temporal continuity. Thereby, a scene boundary occurs
either when the place changes, or when the time of action
changes between two consecutive shots (for instance, when
the previous shot shows a character at night, and the current
one shows this same character during the day).

Most TV series narrate the story of a relatively small num-
ber of recurring characters. Dialogues between charactersis a
mean to describe and make the story evolve. Moreover, mul-
tiple sub-stories are usually narrated in parallel, describing
various facets of the main character’s lives.

It should therefore be possible to partially split a whole
episode into scenes based on the knowledge of who is speak-
ing and when.

Thus, our method is based on the output of our speaker
diarization system [6]. Speech segments are grouped into
scenes following a principle described in Section 2. As speaker-
based segmentation does not always match the actual scene
segmentation, we also benefit from a color-based segmen-
tation (Section 3) in order to enhance the scene boundaries
(Section 4). Finally, experiments are described in Section5.

2. SPEAKER-BASED SEGMENTATION

Our approach is divided into two steps: a speaker diarization
followed by the segmentation into scenes.

2.1. Speaker diarization and binary representation

Speaker diarization is the process of segmenting an audio
stream and clustering resulting segments in different speak-
ers. We use the system described in [6] to obtain a labelled
segmentation as shown in Figure 1.

Throughout this process, speech segments emanating from
the same speaker are gathered and annotated with the same
label. LetD be the number of different speakers found in a
document(D = 3 in Figure 1).

Consequently, any audio segment can be represented as a
D-dimensional binary feature vectorx ∈ {0, 1}D, with x =
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Fig. 1. Speaker diarization – three different speakers (labelled
1, 2 and 3) were detected.

[x1, x2, . . . , xD] where

xi =

{

1 if speakeri speaks during segment
0 otherwise

The binary feature vectorx extracted from three audio
segments at various temporal positions is illustrated in Fig-
ure 2.
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Fig. 2. Binary description

2.2. Segmentation

Let us consider a sliding window of durationT . We denotext

the binary feature vector extracted from the window starting
at timet. The proposed segmentation relies entirely on this
binary description and can be summarized in pseudo-code as
in Algorithm 1.

Algorithm 1 Segmentation based on binary feature vectors.
S is the list of segments andδ the step of the sliding window.

1: S ⇐ ∅
2: t0 ⇐ 0
3: t ⇐ t0 + δ

4: while d (xt0 ,xt) < θ do
t = t+ δ

5: end while
6: S ⇐ [t0, t] ∪ S
7: t0 ⇐ t

8: go to line 3

The segmentation result depends on multiple parameters
that need to be optimized:

• Depending onthe duration T of the sliding window,
there might be a delay before a scene boundary is de-
tected. To get rid of this dependency, any boundary
detected somewhere during a speech segment is moved
to the beginning or the end of this segment (whichever
is the closest).

• Thesliding window stepδ is arbitrarily set to 500 ms
in this paper.

• A lower value forthreshold θ tends to generate a larger
number of segments.

Speaker-weighted distanced – It is obvious that some
characters play a more important part than others in most tele-
vision series. Characters that only appear sparsely duringan
episode can be considered as minor characters (as opposed
to recurring main characters). Therefore, we propose to take
this difference into account by defining a speaker-weighted
distanced = dα as follows:

dα (x,y) =
1

D

D
∑

i=1

αi · |xi − yi| where
D
∑

i=1

αi = 1

αi can be computed in several ways and depends on the total
speech durationL(i) of the speakeri:

• α= / same weight for all characters /αi =
1
D

• α+ / main characters weight more /αi =
L(i)

∑
D
j=1

L(j)

• α− / main characters weight less /αi = 1− L(i)
∑

D
j=1

L(j)

3. COLOR-BASED SEGMENTATION

Our definition of a scene based on spatio-temporal continu-
ity usually implies that video frames extracted from the same
scene are visually similar.

Therefore, we choose to implement the method proposed
by Yeung et al. [2] that relies on this characteristic: a scene is
a succession of shots showing some kind of visual coherency.
This approach is quickly described in Figure 3.
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Fig. 3. Scene boundaries detection. S1 to S12 are the video
shots. First, visually similar (and temporally close) shots are
grouped together to form a collection of clusters (six, in this
example). Then, using clusters as nodes, a graph is generated
by linking all pairs of clusters containing temporally adjacent
shots. Finally, cut-edges are removed, resulting in multiple
disconnected sub-graphs: scenes.



4. AUDIOVISUAL FUSION

In order to achieve better segmentation results, we proposeto
combine the output of the audio-only system based on speaker
diarization with the segmentation resulting from the visual-
only color-based approach. From our various experiments
described in the following paragraphs, we found out that the
major issue with the speaker-based segmentation is that it
does not take into account the actual video shot boundaries
(on which groundtruth scene boundaries are aligned). It is
therefore virtually impossible for such an approach to detect
boundaries at their exact position, while the color-based seg-
mentation is (by design) aligned on shot boundaries.

Consequently, our audiovisual fusion system consists in
moving every audio scene boundary onto the closest visual
scene boundary – and use the resulting modified speaker-based
segmentation as the final audiovisual segmentation.

We introduce two ways of performing this fusion. The
first one, denotedF , is the fusion of the best audio-only seg-
mentation with the best color-based segmentation (parameters
used for the speaker and color-based segmentation are learned
separately). The second one, denotedF ∗, consists in jointly
optimizing the audio and visual parameters, with respect to
the performance of the global audiovisual segmentation sys-
tem.

5. EXPERIMENTS
5.1. Corpus

In order to perform our experiments, we acquired the first sea-
son of theAlly McBealTV series. We manually annotated the
first four episodes with shot and scene boundaries – for a to-
tal duration of around 3 hours of videos, 2788 shots and 239
scenes. We also annotated the four episodes with speaker seg-
ments, in order to evaluate the influence of the potential errors
produced by the automatic speaker diarization system.

The whole set of annotations is made freely available on
the Internet1. We also provide MFCC coefficients and HSV
histograms extracted from the videos.

5.2. Evaluation metric

We consider the segmentation problem as a boundary detec-
tion problem and therefore rely on the well-known precision,
recall and F-measure. The correctness of a boundary between
scenes is defined in two different ways, depending on whether
the evaluated approach is speaker- or color-based.

5.2.1. Evaluation of speaker-based segmentation

As highlighted in Section 4, it is very unlikely for an audio-
only speaker-based segmentation system to detect the exact
location of scene boundaries (which are aligned on visual
shots, by construction).

1limsi.fr/Individu/bredin/publications/resources

This approach has no clue on how to decide on the actual
position of a scene boundary detected during a non-speech
segment. For instance, in Figure 4, there is no way for the
audio-only system to decide on whether the second detected
boundary is more relevant than the third one (as they both fall
in the same non-speech segment).

groundtruth

detection
21 1 1 3 3

Fig. 4. Evaluation of speaker-based segmentation

Therefore, for evaluation purposes, a detected boundary
is considered correct (marked with a1 in Figure 4) if it is
the first one detected in the same non-speech segment as the
groundtruth boundary. All other detected boundaries in the
same non-speech segment (marked with a2) are considered
incorrect. A detected boundary is also considered incorrect
(marked with a3) if no groundtruth boundary happens during
the same non-speech segment.

5.2.2. Evaluation of visual and audiovisual segmentations

Since these segmentations output boundaries selected among
shot boundaries2, we consider a boundary to be correct if it
has the exact same position as a groundtruth boundary (and
incorrect otherwise).

5.3. Protocol

Since only four episodes are annotated, the evaluation proto-
col follows theleave-one-outcross-validation paradigm. Op-
timal parameters are obtained automatically by tuning the seg-
mentation algorithms using three episodes (training set) and
are applied on the remaining episode (validation set) to ob-
tain the desired metric – this process being repeated for each
episode. The final metric value is computed as the average of
values obtained from the four combinations.

5.4. Results

Table 1 shows the results for our four segmentation systems.
FusionF only brings a tiny improvement over the color-based
approach. However, fusionF ∗ shows that jointly training
audio and video segmentations lead to an increase of the F-
measure of nearly+15% compared to the color-based seg-
mentation and even+9% compare to the speaker-based seg-
mentation which is evaluated using a much more permissive
protocol.

2The whole paper assumes that the list of shot boundaries is available.



Weights speaker color
Fusion

F F ∗

α= 0.317
0.309

0.312 0.341
α+ 0.297 0.311 0.355
α− 0.325 0.315 0.350

Table 1. F-measure for speaker-based segmentation, color-
based segmentation and their audiovisual fusion. Speaker-
based systems shall not be compared to other approaches as
they have a dedicated evaluation protocol (see Section 5.2).

speaker color final
# boundaries 954 461 317

Precision 0.178 0.256 0.310
Recall 0.691 0.533 0.449

F-measure 0.270 0.331 0.355

Table 2. Insights into the best audiovisual systemF ∗

Table 2 allows for a better understanding of the fusion
methodF ∗. It shows that both the audio and video approaches
selected for the fusion tend to over-segment the videos: they
detect954 and461 boundaries respectively, while the corpus
only contains 239 scenes. Aligning the audio-only boundaries
onto the closest visual ones allows to greatly reduce this un-
desired behavior (from954 to 317 boundaries). Based on the
observation of the improvement in terms of precision, it ap-
pears that most of the boundaries that are removed during the
fusion process are actually incorrect boundaries.

We also underline that the F-measure values provided in
Table 1 and Table 2 for the color-based segmentation and
the various fusion approaches were obtained without allow-
ing any temporal tolerance on the boundary location. In [5],
the authors consider a boundary to be correct if it is within
four shots from the groundtruth boundary – that is approxi-
mately15 seconds in our corpus. Figure 5 shows that, under
these circumstances, our proposed approachF ∗ reaches a F-
measure of0.725.

Finally, we observe that the color-based segmentation part
of the fusionF ∗ (second column of Table 2) shows a better
F-measure than the (supposedly) best color-only segmenta-
tion in Table 1. This observation uncovers the inefficiency of
the current way of selecting the optimal parameters (i.e. grid
search in a leave-one-out paradigm).

6. CONCLUSION

Through a novel approach based on the fusion of audio and
video segmentations, we show that scene boundaries can be
detected in TV series using speaker diarization.

Yet, there is still lots of room for improvement. For in-
stance, we find that the optimal set of parameters vary a lot
from one episode to another one. However, the training phase
used in the current version of the algorithm prevents us from
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Fig. 5. F-measure as a function of the temporal tolerance

defining episode-specific parameters. One solution could be
to introduce some kind of adaptive thresholdθ or a new weight-
ing scheme dependent on a local number of speakers, for in-
stance.

Finally, comparison with other scene segmentation tools
is quite impossible due to the variety of content sets and eval-
uation protocols. To our knowledge there is no framework
freely available today which would allow this comparison.
So, by making the corpus annotations and descriptors freely
available on the Internet, we hope it will encourage other re-
searchers to publish results that can be easily and fairly com-
pared.
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